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Installation of the Sybase SPS_DBA_DB Database Utilities

READ THIS ENTIRE SECTION BEFORE INSTALLING THE UTILITIES

Introduction:

These utilities are provided to the NAVSUP site DBAs to help automate a number of daily tasks that the DBA may or may not be performing on site.  They include setting up and gathering information for:

· disaster recovery

· recreation of database devices

· recreation database allocations

· automating the database dump process

· automating the re-indexing of your database tables to improve performance

· strategies for the name standardization of database objects

· automating the bulk copy process (BCP)

On the surface, these may seem trivial.  However, if the DBA needs to rebuild a database or server, in the event of a disaster, the DBA will have the tools to complete the process in an error free manner.

The installation script creates a directory named SYB_DBA_UTILS on the drive of your choice.  During installation a number of informational files are created and placed into the SYB_DBA_UTILS directory.  These files contain information about the creation of tables, views, procedures, and the SYB_DBA_UTILS database.  The output file name reflect the following:

Install.err

Install batch file errors

Syb_dba_db.err
Errors from installing the syb_dba_db database


Procedures.err

Errors from installing the syb_dba_db stored procedures

Tables.err

Errors from installing the syb_dba_db table

Triggers.err

Errors from installing the syb_dba_db triggers

Views.err

Errors from installing the syb_dba_db views
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Use:

To install these utilities, perform the following steps:

NOTE:  For the purposes of this chapter we will assume the D: drive.

1. Download the file named PTUtils.zip from the NAVSUP web site.  Unzip the PTUtils.zip file.  The extraction should place the utilities into C:\TEMP directory.  In this directory there are various directories each pertaining to a section of the utilities.

2. Change directories to c:\temp\install

3. BEFORE EXECUTING THE INSTALL SCRIPT:

i. Research and find a disk device with a minimum of 25 MB of space.  IF IT IS NOT AVAILABLE, CONTACT YOUR SYSADMIN AND ARRANGE TO GET 25 MB OF SPACE BEFORE PROCEEDING

ii. Edit the syb_dba_db.ddl file and change the @DEVICE_PATH variable to the path where the 25 MB of space physically resides.  E.g.:
   => (NT) => C:\sybase\syb_data
(HP) => /sybase/syb_data
4. Execute the batch file named install_sybdba using the following command:

C:\TEMP>install_sybdba UID PWD SRV_NAME INSTALL DRIVE + <enter>

5. Review the .err files, found in the SYB_DBA_UTIL\INSTALL directory on the install drive you selected, for any errors that might arise.  If you do not understand what the error is, contact Tim Gallagher at tgallagh@sybase.com.  Send the .err file with your message. 

6. Change the permissions on ALL the stored procedures to execute for the users who will execute them.
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On the disk drive selected on your workstation, the directory SYB_DBA_UTILS was created during the install process.  Within these directories are the SQL code and batch files required to run the utilities.

NOTE:  The utilities run from the workstation for both NT & HP installations

The directory structure is:

SYB_DBA_UTILS


Backup_recov

Back up & Recovery Utilities


Bcp


BCP Utilities


Devices

Device & DB Allocation Utilities


Doco


Documentation


Idx_maint

Index Maintenance Utilities


Install


Utilities Install Code

If you have problems, contact Tim Gallagher @ 301.896.1287 or email to tgallagh@sybase.com.

Automated Database Dumps/Disaster Recovery for the SPS PD2 Database

Introduction:

The dumps/disaster recovery utilities are designed to make dumping your database easier.  The utility will determine if striping devices is necessary to complete the dumps.  It will also allow you to:

· Automate the dump process

· Automate the load process

· Review the dump cycle and location of the dump files

· Update the number of stripes required for you database dumps

These processes can then be used to ensure that your database dumps are being done in a scheduled and complete manner ensuring that your database is recoverable in the event of a disaster.

YOU SHOULD NOTE THE FOLLOWING:

1. If you have data and logs residing on the same device, your database may not be recoverable

2. These utilities DO NOT include the DBCC processes required to ensure that your database is consistent and not corrupt.  You should schedule daily DBCC checks, time allowing, to ensure your database is in good shape PRIOR to performing database dumps.

3. Database dumps should be compressed and moved to tape to ensure safety of your data and recoverability of your database in case of a disaster.

DISASTER RECOVERY

Disaster recovery consists of a number of items including your database dumps. The following is a list of those items:

1. Master Database DDL and database dumps.

2. DDL to recreate database devices.

3. SQL to recreate database allocations on devices.

4. BCP output of the master database syslogins and production database sysusers tables to recreate logins and users in the production database.

5. Database dumps

6. For HP users, a map of the raw devices used for the production database
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With the aforementioned items, a DBA can rebuild a production database within a matter of hours.  The required for the loading of the database dump files will vary depending on the hardware platform and the size of the production database.

USE:

To begin use of the dump load utilities you will need to ascertain the following:

· The true size of your production database.  REMEMBER, the size will GROW over time.  Every two gigabytes of database requires a stripe device

· Available disk space for the dump of the production data

· Amount of time required to perform the dump

· Amount of time required for the DBCC checks to run

There are five stored procedures associated with this utility.  They are:

· SPB_ADD_DMP

· SPB_UPDATE_NUM_STRPS_DMP

· SPB_VIEW_ DMP

· SPB_BUILD_DMP_PROC

· SPB_BUILD_LOAD_PROC

Combined, these procedures allow the user to associate a database with a dump device, update the number of stripe devices required to dump databases larger than 2 GB, view the dump device, database, & stripe combination(s), and dynamically build dump and load scripts for a database.

SPB_ADD_DMP


This stored procedure associates a dump device with a database and stores the information in a table named backup_recov in the syb_dba_db.   Execute this script via ISQL, SQLADV, or WISQL.

Parameters required are the database name, the dump device name, and the number of stripes.  Remember that a stripe device is required for every 2 GB of data in the database. Therefore, an 8 GB database will require 4 stripes.

Before executing this proc, use the syb_dba_db with the following command:
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1> use syb_dba_db

2> go

To execute the procedure:

From ISQL, SQLADV, or WISQL: (Line numbers will not appear in SQLADV/WISQL)

1> exec spb_add_dmp SPS_N00023_DB disk_dump_dev 1

2> go

Where:
 SPS_N00023_DB 
is the production database name


 Disk_dump_dev    
is the disk dump device

1 is the number of stripes

Using SQLADV you can:

· Change databases to syb_dba_adv by clicking on the database pull down and selecting syb_dba_db.

· Click on query and select Execute Stored Procedure

· Click the procedure box and scroll through the pull down box until you find SPB_ADD_DMP and click that item

· In the item box, fill in the database name for @db_name and press enter

· Continue supplying values for @dump_dev_name and num_strps and press enter after each.

The procedure will run after the value for num_strps is entered and the enter key pressed.  Review the output in the lower window of the SQLADV session for errors.  If the return code is 0, a successful entry is added for the database selected into the backup_recov table.

SPB_VIEW_DMP


This stored procedure allows the DBA to review the association of a dump devices with databases stored in the backup_recov table in the syb_dba_db database.   Execute this script via ISQL, SQLADV, or WISQL.

Parameters required is the dump device name.

Before executing this proc, use the syb_dba_db with the following command:

Automated Database Dumps/Disaster Recovery for the SPS PD2 Database

(Continued)

1> use syb_dba_db

2> go

To execute the procedure:

From ISQL, SQLADV, or WISQL: (Line numbers will not appear in SQLADV/WISQL)

1> exec spb_view_dmp disk_dump_dev

2> go

Where:
 Disk_dump_dev    
is the disk dump device

Using SQLADV you can:

· Change databases to syb_dba_adv by clicking on the database pull down and selecting syb_dba_db.

· Click on query and select Execute Stored Procedure

· Click the procedure box and scroll through the pull down box until you find SPB_VIEW_DMP and click that item

· In the item box, fill in the value for the @dump_dev_name and press enter 

The procedure will run when the enter key is pressed.  Review the output in the lower window of the SQLADV session for errors.  The information associated with the selected dump device should appear in the output box.

SPB_UPDATE_NUM_STRPS_DMP


This stored procedure updates the number of stripe devices required to dump databases larger that 2 GB.  As previously mentioned, databases require a stripe device for each 2 GB of space used.  An 8 GB database requires 4 stripe devices.

Parameters required are the database name, the dump device name, and the number of stripes.  

Before executing this proc, use the syb_dba_db with the following command:

1> use syb_dba_db

2> go
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To execute the procedure:

From ISQL, SQLADV, or WISQL: (Line numbers will not appear in SQLADV/WISQL)

1> exec spb_update_num_strps_dmp SPS_N00023_DB disk_dump_dev 4

2> go

Where:
 SPS_N00023_DB 
is the production database name


 Disk_dump_dev    
is the disk dump device

4


is the number of stripes

Using SQLADV you can:

· Change databases to syb_dba_adv by clicking on the database pull down and selecting syb_dba_db.

· Click on query and select Execute Stored Procedure

· Click the procedure box and scroll through the pull down box until you find SPB_UPDATE_NUM_STRPS_DMP and click that item

· In the item box, fill in the database name for @db_name and press enter

· Continue supplying values for @dump_dev_name and num_strps and press enter after each.

The procedure will run after the value for num_strps is entered and the enter key pressed.  Review the output in the lower window of the SQLADV session for errors.  If the return code is 0, a successful update is performed for the database selected into the backup_recov table.

SPB_BUILD_DMP_PROC


This stored procedure allows the DBA to dynamically build database dump sql that can than be cut and pasted into the execution window of SQLADV or saved into a script on the operating system for later use.   Execute this script via ISQL, SQLADV, or WISQL.

Parameters required for execution are the dump device name.

Before executing this proc, use the syb_dba_db with the following command:

1> use syb_dba_db

2> go
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To execute the procedure:

From ISQL, SQLADV, or WISQL: (Line numbers will not appear in SQLADV/WISQL)

1> exec spb_build_dmp_proc disk_dump_dev

2> go

Where:
 Disk_dump_dev    
is the disk dump device

Using SQLADV you can:

· Change databases to syb_dba_adv by clicking on the database pull down and selecting syb_dba_db.

· Click on query and select Execute Stored Procedure

· Click the procedure box and scroll through the pull down box until you find SPB_BUILD_DMP_PROC and click that item

· In the item box, fill in the value for the @dump_dev_name and press enter 

The procedure will run when the enter key is pressed.  Review the output in the lower window of the SQLADV session for errors.  The information associated with the selected dump device should appear in the output box.  You can the cut and paste the code into the execution window of SQLADV or save the output into a .SQL file on the operating system and use it for scheduled dump processing.

SPB_BUILD_LOAD_PROC


This stored procedure allows the DBA to dynamically build database load sql that can than be cut and pasted into the execution window of SQLADV or saved into a script on the operating system for later use.   Execute this script via ISQL, SQLADV, or WISQL.

Parameters required for execution are the dump device name.

Before executing this proc, use the syb_dba_db with the following command:

1> use syb_dba_db

2> go
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To execute the procedure:

From ISQL, SQLADV, or WISQL: (Line numbers will not appear in SQLADV/WISQL)

1> exec spb_build_load_proc disk_dump_dev

2> go

Where:
 Disk_dump_dev    
is the disk dump device

Using SQLADV you can:

· Change databases to syb_dba_adv by clicking on the database pull down and selecting syb_dba_db.

· Click on query and select Execute Stored Procedure

· Click the procedure box and scroll through the pull down box until you find SPB_BUILD_LOAD_PROC and click that item

· In the item box, fill in the value for the @dump_dev_name and press enter 

The procedure will run when the enter key is pressed.  Review the output in the lower window of the SQLADV session for errors.  The information associated with the selected dump device should appear in the output box.  You can the cut and paste the code into the execution window of SQLADV or save the output into a .SQL file on the operating system and use it for scheduled load processing.

Automated Rebuilding of Indexes for the SPS PD2 Database

Introduction:

It has been clearly demonstrated, at two FISC sites, the rebuilding of the clustered indexes on database tables enhances the performance of the PD2 database.  How often the individual site(s) rebuild their indexes depends on a few circumstances including:

· the number of “hot” tables

· size of the “hot” tables

· total number of tables with clustered indexes requiring an index rebuild

· the available window of opportunity to rebuild indexes

Included this utility are options allowing the re-index all the PD2 database table with clustered indexes, re-index only the “hot” tables, and conduct re-indexing operations based upon a user managed set of options.

Use: 

LOAD_IDX_MAINT

To start the process of re-indexing the database tables the load_idx_maint.bat file must be run.  This file will bcp in information into the idx_maint table.  To execute this batch file from the DOS command prompt use:

D:\syb_dba_utils\idx_maint\load_idx_maint uid passwd PD_SPS_SERVER

Review the load_idx_maint log file for errors.  This file is located in the  \syb_dba_utils\idx_maint

IDX_MAINT

The DBA can schedule the rebuilding of indexes using the NT scheduler or the UNIX chron tab file.  The DBA should consider that the size of tables, the time of day, and other processes will have an impact on which type and when the re-indexing should take place.  Since some indexes are quite large, the rebuild process will impact other processes on your server.

Another feature of the idx_maint process is using the “no exec” option.  No exec will provide an output file named idx_maint.sql for your review.  This file contains information on production database indexes prior to the actual execution of the idx_maint batch file.  You can determine which indexes to rebuild from this output.

To rebuild your indexes, you need to run the batch file named idx_maint, from a DOS command prompt, using the following parameters:

D:\syb_dba_utils>idx_maint\idx_maint uid, password, server, type of maintenance to run

An example:

 D:\syb_dba_utils>idx_maint uid, passwd, PD_SPS_SERVER,  all









      daily









       hot

This enables you to control which index maintenance to apply to your database based upon the usage of your database.

Ensure that you review the idx_maint.log, in the idx_maint directory for errors every time the index maintenance utilities are run.

Path & Device Name Standards for use With the SPS PD2 Database

Introduction:

Each site uses a naming convention for its data and log devices associated with the SPS/PD2 database.  In many cases, there is no rhyme or reason to the names given the devices.  In an effort to minimize confusion, it is suggested the site DBAs update the device names using meaning identifiers.

Standardization of these disk device names will provide a more stable platform conduct business and make the support and maintenance of the databases easier.  The ultimate goal is to provide the site DBA with reusable solutions to problems and software bugs.

It is understood that most of the site DBAs do not control the physical hardware resources.  Please remember that the following are recommendations for site standardization and the sites are under no obligation to follow these standards.

Directory Names


\sybase

The location of all Sybase engine related files & directories


\sybase\data
The location of all Sybase data device files


\sybase\log
The location of all Sybase log device files

\sybase\dump
The location of all Sybase dump files

Device Names


Data Devices
DB_NAME_data_devX




DB_NAME_data_devX




DB_NAME_data_devX


Log Devices
DB_NAME_log_devX




DB_NAME_log_devX




DB_NAME_log_devX

These devices should be created in a logical manner replacing X with the device number.  You should note that in the event of a disaster, you must recreate your devices in exactly the same order they were originally created using exactly the same size as originally created.  Failure to do so almost guarantees that recovery of the database is will result in failure.

Path & Device Name Standards for use With the SPS PD2 Database

(Continued)

Examples:

NT

1.
Create the devices on NT using the following arrangement:


C:\sybase\data\my_db_data_dev1


C:\sybase\log\my_db_log_dev2


C:\sybase\data\my_db_data_dev3


C:\sybase\data\ my_db_data_dev4


C:\sybase\data\ my_db_data_dev5


C:\sybase\log\ my_db_log_dev6

Using this example, the order that the devices are created in is obvious.  However, the DBA needs to create a document that notes the creation order, virtual device number, and device size. This document must then be saved as part of your disaster recovery plan.

2.
Create the devices using the following example:


C:\sybase\data\ my_db_data_dev1


C:\ sybase\log\ my_db_log_dev1


C:\ sybase\data\ my_db_data_dev2


C:\ sybase\data\ my_db_data_dev3


C:\ sybase\data\ my_db_data_dev4


C:\ sybase\log\ my_db_log_dev2

Note that the creation is now less obvious.  Again, the DBA must commit to paper the names the creation order, virtual device number, and device size. This document must then be saved as part of your disaster recovery plan.

If you had to recreate the devices in the second example, in the order originally created, could you?

Without the rest of the information one cannot conclude the exact order of creation.  The point here is that the names and creation order of devices can be deceiving.  The DBA must commit to a document and scripts, the information required to recreate the devices in the event of a disaster,
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If this information is not documented, and the DBA is away or moved onto greener pastures, the individual who is then tasked with database maintenance will, in all likelihood, be lost.

HP

On a Unix system your Unix System Administrator will create raw devices for you and provide you the name of the mount point.  The mount point, shown as sybase_data, becomes part of the physname as shown in the examples below.

1.
Create the devices using the following arrangement:


/sybase_data/data/ my_db_data_dev1


/sybase_data/log/ my_db_log_dev2


/sybase_data/data/ my_db_data_dev3


/sybase_data/data/ my_db_data_dev4


/sybase_data/data/ my_db_data_dev5


/sybase_data/log/ my_db_log_dev6

Again, the creation is fairly obvious and this information must be documented.

2.
Create the devices using the following arrangement:


/sybase_data/data/my_db_data_dev1


/sybase_data/log/my_db_log_dev1


/sybase_data/data/my_db_data_dev2


/sybase_data/data/ my_db_data_dev3


/sybase_data/data/my_db_data_dev4


/sybase_data/log/my_db_log_dev2

This example is just as confusing as the NT example.  The creation order is unclear The DBA must have the entire picture to accurately prepare for disasters.

Standardization Steps

The DBA can use Sybase Central or the DB_ALLOC and DB_DEV utilities to build scripts that will rebuild your devices and allocation of databases on those devices.  To build these scripts using Sybase Central, perform the following:
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Obtain Device & Database Information

· Open Sybase Central

· Select DEVICES

· Highlight the devices the database your want to standardize

· To select multiple devices press and hold the CTRL key and left click on the device names. 

· RIGHT click the selected devices and select GENERATE DDL

· This will generate the device code into a separate window

· When complete, save this file & MAKE TWO COPIES!
· Log into your production server

· Select your production database, or the database you wish to standardize

· RIGHT click on that database and select GENERATE “Create Database” DDL

· This will generate the create database code into a separate window

· When complete, save this file & MAKE TWO COPIES!
SEPARATION OF DATA & LOGS

Study the script files to determine if you have data and logs on the same device.  If you do, you can now separate them be creating separate log devices.

NOTE:==> THE DBA SHOULD KNOW THAT TO SEPARATE DATA AND LOGS USING THESE EXAMPLES REQUIRES THAT THE DATABASE AND DEVICES BE DROPPED AND REBUILT!  THIS IS A SERIOUS OPERATION AND MUST BE HANDLED WITH CARE.  

These examples require that you dump your database and then drop the database and its devices.  The DBA must then rebuild the database devices separating the data and logs onto new devices.  Review the examples for more information.

EXAMPLE OF DATA & LOGS ON THE SAME DEVICE

You have device data_dev1 = 100 MB and by reviewing the create database script you notice that database my_db is allocated on device data_dev1 as data = 75 and log = 25.  Using Sybase Central, the following scripts are generated for device data_dev1:  
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The Devices Script creating a 100 MB device named data_dev1

print   'data_dev1'

declare @vdevno int 

select @vdevno = max(convert(tinyint, substring(convert(binary(4),d.low), v.low,1))) + 1 

from master.dbo.sysdevices d, master.dbo.spt_values v   

where v.type = 'E' and v.number = 3

disk init name='data_dev1',          physname='e:\SYB_DATA\data_dev1.dat', 

              vdevno = @vdevno ,

              size=51200
go


The Create Database Script that places both data and logs on data_dev1

print    'my_db'

use master 

go

create database my_db on data_dev1 = 75

Notice that data & logs are on the log on data_dev1 = 25



same device, data_dev1

with override 

go

EXAMPLE OF HOW TO SEPARATE DATA AND LOGS FROM A DEVICE

Using the previous example of data and logs for my_db on device data_dev1, the code below shows how to separate the data and logs onto separate devices.  

NOTE:  THIS IS IMPORTANT!!

Note that we now create two devices totaling 100 MB.  In order to attain the separation and maintain the integrity of the dumps, the devices are created data, 75 MB and log, 25 MB.  Failure to maintain the 100 MB relationship, in the order originally created, will cause a load failure.
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The Devices Script

print   'data_dev1'

declare @vdevno int 

select @vdevno = max(convert(tinyint, substring(convert(binary(4),d.low), v.low,1))) + 1 

from master.dbo.sysdevices d, master.dbo.spt_values v   

where v.type = 'E' and v.number = 3

disk init name='data_dev1',

        physname='e:\SYB_DATA\data_dev1.dat', 

        vdevno = @vdevno ,

        size=38400

go

print   'log_dev1'

declare @vdevno int 

select @vdevno = max(convert(tinyint, substring(convert(binary(4),d.low), v.low,1))) + 1 

from master.dbo.sysdevices d, master.dbo.spt_values v   

where v.type = 'E' and v.number = 3

disk init name='log_dev1',

        physname='e:\SYB_DATA\log_dev1.dat', 

        vdevno = @vdevno ,

        size=12800
go

The Create Database Script

print    'my_db'

use master 

go

create database my_db on data_dev1 = 75
Notice that data & logs are now separated log on log_dev1 = 25



on data_dev1 and log_dev1
go

If the DBA undertakes this project, they must realize that there is NO room for error.  Thoroughly test the device building scripts BEFORE attempting on your production server.
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WARNING: To complete the standardization you must drop your database.  Perform the following steps in the exact order as shown below.

1. Run DBCC CHECKALLOC, TABLE, & STORAGE against the selected database and repair any errors found

2. Dump the selected database

3. Drop the selected database

4. Drop the devices associated with the selected database

5. Go to the OS and delete the physical files associates with the devices 

6. (DO NOT DELETE RAW DEVICES)

7. Using the command line ISQL, SQL Advantage, or WISQL

8. Set the no execute mode on using the following command:

SET NOEXEC ON

9. Run the modified devices script check for and resolve all errors

10. Run the modified create database script check for and resolve all errors

11. Set no execute mode off using the following command:

SET NOEXEC OFF

12. Execute the modified devices script and check output for errors

13. Execute the modified create database script and check output for errors

14. Load the selected database

15. Bring the database online using online database db_name

16. Run DBCC CHECKALLOC, TABLE, & STORAGE against the selected database and repair any errors found.

You should now have a database that is serviceable using new device names.  If you have questions, please contact Tim Gallagher, Sybase, directly at 703.896.1287 or tgallagh@sybase.com.

Automated Creation of Bulk Copy Scripts for the SPS PD2 Database

Introduction:

This utility provides the user the ability to automatically create BCP scripts for every user table in the SPS Database.  A single batch file named, RUN_BCP resides in the SYB_DBA_DB\BCP directory.  Execution of this batch will ultimately create two new batch files in the SYB_DBA_DB\BCP directory named “bcpin.bat  and “bcpout.bat.”

The final output files from this script is two BCP batch files containing BCP IN and BCP OUT commands for your database.  Please notice that tables containing large numbers of rows have multiple BCP statements.  This is provided so that you can execute these statements in parallel and save time on the BCP executions.  The number of rows for each table is governed by a locate variable named @limit.  If is found in the bcp_final.sql file in the SYB_DBA_DB\BCP directory.  This variable is optional and can be set to any number.  A low number will generate a large number of BCP commands.  It recommended that this value be set to 10,000.

USE

REQUIREMENTS

This entire process runs from the run_bcp.bat file located in the SYB_DBA_DB\BCP directory

Locate required files

Once created, use a DOS window or Windows Explorer to review the SYB_DBA_DB\BCP directory and ensure the following file reside there:

1. run_bcp.bat

2. bcp_step1.sql

3. bcp_step2.sql
*

4. bcp_final.sql

5. bcpi.sql

6. bcpo.sql

If these files are not in this directory reload them from the media provided.

* NOTE: Note that bcp_step2.sql is dynamically created by bcp_step1.sql
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Edit bcp_final.sql

This script requires minor modification prior to execution.  Subsequent versions of this utility will provide this service for you.  Please modify the following items in the file:

1. Change @user to a user that defaults to the Production DB

2. Change @pwd  to the above referenced user's pwd 

3. Change @db_name to your production database name

4. Change @srv_nam to your production server's name

5. @limit is set to 10,000.  This value sets number of rows per batch BCP will process at one time.  You can edit this value and set it to anything you wish.   NOTE Setting this value to 1000 for a table with 1,000,000 rows will create huge bcp in and out files.  

MAINTAIN SECURITY REQUIREMENTS ON THE OUTPUT FROM THIS SCRIPT AS IT WILL CONTAIN A VALID USER ID AND PASSWORD! 

Execution of the run_bcp batch file

As stated earlier in this chapter, this utility will produce two batch files.  They are bcpin.bat and bcpout.bat.  These files contain the command line code to execute a separate BCP program for every user table found in the production database.

To execute this utility:

1. open a DOS window by clicking the “start” button in the left hand corner or your screen

2. click “run”

3. enter cmd and click  “OK”

4. the DOS window should appear.

5. Change drives and or directories to the location of the bcpin and bcpout batch files

6. At the command line enter the following:

a. Run_bcp user_id password

Upon completion of this utility the aforementioned batch files will appear in the directory along with a file named run_bcp.log.  This is a record of the execution of the run_bcp.bat file.

Using the BCPI and BCPO Batch Files.
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Prior to executing this utility, you should ensure that your machine has adequate space to handle the output files.  If the SYB_DBA_DB\BCP directory is not on a large enough partition, you can move the bcpin.bat and bcpout.bat  files to another location with adequate space.

IMPORTANT:

Ensure the user ID used for the execution of this script defaults to the production database.

Obviously, you will run the BCPOUT file first to get data out of your tables.  Once on disk, these files can be zipped and saved for disaster recovery or for other uses such as database migration.

If you open one of these files, you will notice that the “ | ”  character is used as the field delimiter.  You should not change this as unpredictable results might occur when the data is reloaded into the database tables.

You can cut & paste a series of commands to other files if you choose to do so.  This allows you to create multi-threaded BCP files.

Please direct questions on this utility to Tim Gallagher, SPS, (301)896-1287

tgallagh@sybase.com
Automated Creation DISK INIT & Database Allocation Scripts 

Introduction:

Recreation of your devices is paramount to successful disaster recovery.  Failure to document and automate the process of building the database devices can cause your database to be non-recoverable.  The process contained in this section allows you to automate the rebuilding of your database devices and allocation.

The allocation scripts determine which device(s) you databases are allocated to and using what sizes.  Further, the scripts determine whether the allocations are data only, log only, or mixed.  You can execute these scripts for an individual database of for all the databases on your server.

Use:

REQUIREMENTS

During the installation process, two stored procedures were stored in your production database.  They are: spb_allocate_db and spb_create_dev.  You must execute these procedures from within the production database.  They will populate tables in the production database that will ultimately feed SQL queries creating OS batch files for you.

EXECUTING THE STORED PROCEDURES

Open interactive session with your database using ISQL, WISQL, or SQL Advantage (SQLADV).  Once open, use the production database and issue the following commands:

1> exec spb_create_dev “DBNAME” or  “ALL”

2> go

This creates the devices information required to generate the DISK INIT script

1> exec spb_allocate_db “DBNAME” or  “ALL”

2> go

This creates the db allocation data required to generate the Allocation script.

Now, exit to the OS and open a DOS window. Change directories to SYB_DBA_DB\DEVICES and execute the following batch files.

Automated Creation DISK INIT & Database Allocation Scripts 

(Continued)

D:\SYB_DBA_DB\DEVICES> db_dev UID PWD SRV_NAME + <enter>

This will generate a file named db_dev_in.sql

D:\SYB_DBA_DB\DEVICES> db_alloc UID PWD SRV_NAME + <enter>

This will generate a file named db_alloc_in.sql

These files can be used to regenerate your database devices and database allocation on those devices in the event of an emergency.  You must re-run these scripts whenever you change the devices or databases on your system.
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