PD2 System Performance Testing

The following description of the technical adjustments made to the server and Sybase tables in PD2 during the Navy DA at SPAWAR SSC in San Diego. While some system improvements may arise from these actions, this synopsis is intended to describe a site-unique assessment which resulted in an opportunity to make both Sybase-recommended changes to the server environment, and changes which AMS hypothesized might result in some improvement in system performance. The changes described here are not considered a general remedy for system performance improvement. AMS is continuing its efforts to ensure system performance optimization is improved to the extent practical within the SYBASE environment, and in deference to the many disparate hardware/software architecture configurations in use at Navy sites.

AMS recorded the Sybase engine running at full speed (that is, the Sybase process was not idle). At SPAWAR, the database server was getting (at most) 46% of the total CPU time available on the box. SPAWAR increased the amount of RAM allocated to the Sybase process from 50 megs to 100 megs (increasing total data cache from approximately 35 megs to approximately 80 megs). This had only a minimal effect on performance (if you are not out of RAM and you increase RAM, you have no effect). The "procedure cache percent" value was changed from 20 to 10, which lowers the amount of cache reserved for stored procedures and increases correspondingly that available for data cache. This has the effect of increasing data cache RAM. The total number of locks reserved for the system was increased from 5000 to 25,000 then to 50,000, which means that, during periods of high activity (when users have many locks), performance can be improved slightly.

The SPAWAR DBA configured the server to allow Sybase to use both processor chips (at the operating system level), and also configured Sybase to use two "engines" or processes. This allows the Sybase server to more effectively take advantage of the processing power of SMP boxes. After making this configuration change, during times of high Sybase usage, it was reported that the sybase processes were getting approximately 60% of the total CPU time.

At SPAWAR, there were been fewer performance-related complaints afterword, and those times of slower performance were of much less duration. SPAWAR also configured the Sybase server to have up to 200 megs of RAM (see above discussion for limitations of this configuration change).

Additionally, 4k buffer pool created for log i/o 10 megs in size, wash size 1 meg.

Additional fine-tuning of server architecture took place as follows:

proc_object modifications have been made which offer a high degree of promise for performance improvement if validated, which the team here feels is  90+% certain.

The configuration of proc_object was changed to allow only one row per page. This had the effect of greatly improving performance for users engaged in regular activity while other users were doing "autoclause select" activity. Analysis from earlier in the week indicated that while one user would do autoclause selection,  that user’s process would achieve a shared page lock on proc_object, which would prevent other users from performing activities that needed to get exclusive locks on that same page (to update their own procurement objects, for example). This is especially a problem in a test environment where all the documents being used have been loaded at one time and hence are on the same pages in the various tables.

